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Abstract. In this paper, we report on the role of the Urdu grammar in thefel Grammar
(ParGram) project (Butt et al., 1999; Butt et al., 2002). Thdu grammar was able to take
advantage of standards in analyses set by the original gaasimorder to speed development.
However, novel constructions, such as correlatives arehekte complex predicates, resulted
in expansions of the analysis feature space as well as éan® the underlying parsing
platform. These improvements are now available to all tloggot grammars.
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1. Introduction

In this paper, we report on the role of the Urdu grammar in gralel Gram-
mar (ParGram) project (Butt et al., 1999; Butt et al., 2002)e ParGram
project began with three closely related European langudggglish, French,
and German. Once grammars for these languages were dstablbso Asian
languages were added: Japanese (Masuichi and Ohkuma, 2008)rdut
Here we discuss the Urdu grammar and what special challénigesight to
the ParGram project. We are pleased to report that creatitiydu grammar
within the ParGram standards has been possible and hastigabtogically
useful extensions to the project and to the underlying gramaevelopment
platform.

The ParGram project uses the XLE parser and grammar develtpiat-
form (Maxwell and Kaplan, 1993; Crouch et al., 2007) to depetieep,
broad-coverage grammars for a variety of langu&g@s.of the grammars
use the Lexical-Functional Grammar (LFG (Dalrymple, 2Q0bymalism
which produces constituent-structures (trees) and f(omal)-structuresgvm s)
as the syntactic analysis. The c-structure and f-strudiore simple En-
glish sentence is shown in (1); the output is from the braaterage English
ParGram grammar (Kaplan et al., 2004b). It is the f-structdependency

1 The languages now also include Arabic, Chinese, Hungafiarean, Malagasy, Norwe-
gian, Viethamese, and Welsh. Some of these grammars arg towarage grammars used in
applications; some are still at initial stages of developimand some have been developed
primarily to test aspects of linguistic theory.

2 |n general, these grammars have focused on edited, wrétikes $uch as newspaper text
and manuals. The Urdu grammar is also geared towards sush tex

p;‘w © 2007Kluwer Academic Publishers. Printed in the Netherlands.
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cs1: ROOT
Sadij[fin] PERIOD
sffin] .
"Six girls will come."
NP VPallffin]
‘ ‘ PRED ‘come<[49:girlp'
NPadj VP[fut fin] PRED ‘gir
NTYPE [NSEM[COMMORount ]
INSYN common
NUMBERPNPzero AUX[fut,fin] VPvbase] SUBJ .
sPEC |NUMBER . [PRED Six
\ \ \ \ R 6|NUMBER-TYPEsard
NUMBER N will V[base] 49|CASE nom, NUM pl, PERS 3
\ \ \ TNS-ASP [MOOD indicative, PERF-  _, PROG- _, TENSEfut ]
A six girls come 159 |CLAUSE-TYPEdecl, PASSIVE -, VTYPE main

Figure 1. C-structure tree and F-structure AVM {8ix girls will come.

structure which is used in applications such as machinslation, sentence
condensation, CALL, and question answeﬁng.

LFG assumes a version of Chomsky’s Universal Grammar hgsath
namely that all languages are governed by similar undeglgiructures. Within
LFG, f-structures are meant to encode a language univenszlldf analysis,
allowing for cross-linguistic parallelism. The ParGramjpct aims to test the
LFG formalism for its universality and coverage limitatiand to see how far
parallelism can be maintained across languages. Wheriblgydke analyses
produced by the grammars for similar sentences in each éayegare parallel.
This parallelism requires a standard for linguistic analy§he standardiza-
tion of the analyses has the computational advantage gngtdmmars can be
used in similar applications and it can simplify cross-laage applications.

The conventions developed within the ParGram grammarsxdeasve.
The ParGram project dictates not only the form of the featwsed in the
grammars, but also the types of analyses that are choserifistractions
(Butt et al., 2003a). These conventions are made accessilthe grammar
writers by shared templates and feature declarations ibesgithe feature
space (Dalrymple et al., 2004b; King et al., 2005) and a feng sbared rules
(Kaplan et al., 2002), e.qg. for coordinatitrin addition, the XLE platform
necessarily provides restrictions on how the grammars eawiitten. In
all cases, the Urdu grammar has successfully incorporatedtandards that
were originally designed for the European languages. litiaddit has con-
tributed to the formulation of new standards of analysis iamglementations
of formal devices. Below we discuss several aspects ofitindsphology, lex-

3 These structures can be manipulated via the ordered resystems (transfer component)
which is part of the XLE grammar development platform to mtiean more specialized for
a given application.

4 ParGram does not adopt a more pervasive grammar sharingaappsuch as that found
in (Bender and Flickinger, 2005).
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Urdu in a Parallel Grammar Development Environment 3

icon, and grammar development for the Urdu grammar withenRarGram
project.

2. Morphology

Most of the grammars in the ParGram project depend on twal-lignite-
state morphologies as input (Beesley and Karttunen, 200 out this type
of resource, it is extremely difficult to build large-scal@aigmars, especially
for languages with substantial morphology (Kaplan et @0Q4&). For the
original three languages (English, French, and Germau} swrphologies
were readily available. As they had been developed formé&tion extraction
applications instead of deep grammar applications, thene\wome minor
problems, but the coverage of these morphologies was ertelin ex-
tremely efficient, broad-coverage tokenizer and morpholegs also avail-
able for Japanese (Asahara and Matsumoto, 2000) and wgsaitete into the
Japanese grammar. This has aided in the Japanese gramidigraapieving
broad coverage (Masuichi et al., 2003). It has also helpeditrol ambigu-
ity in the Japanese grammar because the morphology detsritia part of
speech of each word in the string with very little ambiguity.

No such finite-state morphology was available for Urdu ordiiAs such,
part of the Urdu project is to build a finite-state morpholadkyst will serve as
a resource to the Urdu grammar and can later be used in othbcatjpns.
That is, although such a morphology is crucial to the Urdurgrar, it is
independent of the grammar and hence can serve as a resouitseoa/n.
The development of the Urdu morphology is a two step procels. first
step was to determine the morphological class of words agidghbtypes in
Urdu. The morphological paradigms which yield the best andtrefficient
generalizations had to be determined. Once the basic panadind morpho-
logical classes were identified and understood, the sedepdssto enter all
words in the language with their class and subtype infolmnati hese two
steps are described in detail below. Currently we are wgrkim the second
step.

The finite-state morphologies used in the ParGram projesticéaste sur-
face forms of words with a canonical form (a lemma) and a sesfemor-
phological tags that provide grammatical information abihat form. An
example for English is shown in (1) and for Urdu in (2).

(1) pushes: push +Verb +Pres +3sg
push +Noun +PI

(2) bOIA bOI +Verb +Perf +Masc +Sg
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4 Butt and King

(1) states the English surface fonpushescan either be the third singular
form of the verbpushor the plural of the noupush (2) states that the Urdu
surface formbOIAis the perfect masculine singular form of the verdl.

The first step of writing a finite-state morphology for Urdualves deter-
mining which tags are associated with which surface formsc#n be seen
from the above examples, determining the part of speech (&b, noun,
adjective) is not enough, at least not for writing deep graranFor verbs,
tense, aspect, and agreement features are needed. Formamb®r and gen-
der information is needed, as well as information as to wédratlis a common
or proper noun. Once the set of relevant tags is chosen, ttermemof how
the surface forms map to the stem-tag sets must be deternkiaedxample,
in English the stem-tag sebg +Noun +Plcorresponds to the surface form
dogsin which asis added to the stem, whileox +Noun +Plcorresponds to
boxesn which anesis added. The basic tag set for Urdu has been established,
and the morphological paradigms that correspond to thgsedmmbinations
have been determined.

The second stage of the process involves greatly incredisengoverage
of the morphology by adding in all the stems in Urdu and maykimem for
which set of tags and surface forms they appear with. Thisealarge task.
However, by using frequency lists for the language, the roostmon words
can be added first to obtain a major gain in coverage.

In addition, a guesser can be added to guess forms of stebthéror-
phology does not yet recognize (Chanod and Tapanainen).IDBiS guess-
ing is based on the morphological form of the surface formr.éxample, if
a form ending inA is encountered and not recognized, it could be consid-
ered a perfect masculine singular form, similab®@IAin (2). For inflecting
languages like Urdu, a guesser can add significantly talrétverage and
provide information as to which words that occur in the depetent corpus
still need to be entered into the morphology.

3. Lexicon

One advantage of the XLE system incorporating the largecfistitte mor-
phologies is that the lexicons for the languages can therlagvely small
(Kaplan et al., 2004a). This is because lexicons are notaueéul words
whose syntactic lexical entry can be determined based amtioephological
analysis. This is particularly true for nouns, adjectivas] adverbs.

Consider the case of nouns. The Urdu morphology providefotisving
analysis for the proper nouradya

(3) nAdyA +Noun +Name +Fem
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CS1: NP

N

NOUN-S_BASEN-T_BASE NTYPE-F_BASEG-F_BASE

nAdyA +Noun +Name +Fem

Figure 2. C-structure tree fonAdyA

"nAdyA"

RED 'nAdyA
NTYPE [NSEMPROPERPROPER-TYPEamg
NSYNproper

SEM-PRORSPECIFIC H
3|GENDfem NUMsg, PERS3

Figure 3. F-structure fonAdyA

The tags provide the information that it is a noun, in palticia type of
proper noun (a person name), and is feminine. The lexicaksrfor the tags
can then provide the grammar with all of the features thatéds to construct
the analysis ohadya this resulting f-structure analysis is seen in Figures 2
and 3. Thusnadyaitself need not be in the lexicon of the grammar because
it is already known to the morphological analyzer.

Iltems whose lexical entry cannot be predicted based on tiphulmgical
tags need explicit lexical entries. This is generally theeckor items whose
subcategorization frames are not predictable, primaafywerbs. Currently,
the Urdu verb lexicon is hand constructed and only contaifswaverbs,
generally one for each type of subcategorization frame $erin grammar
testing. A sample entry for the veKkah ‘say’ which can be either transitive
or take a complement clause is shown in (4).

(4) kahV-SXLE { (v-suBJ}0OBJ%stem) @\GENTIVE
| (V-SUBJ}OBJCOMP %stem) @\GENTIVE }.

In order to build a broad-coverage Urdu grammar, a more cet@plerb
lexicon is needed. To provide some idea of scale, the cuEagtish verb
lexicon contains entries for 9,652 verbs; each of these haavarage of
2.4 subcategorization frames, some verbs having as many aarhes; as
such, there are 23,560 verb-subcategorization frame.pgdowever, given
that Urdu employs the strategy of productive syntactic dempredicate
formation for much of its verbal predication, the verb l@xcfor Urdu will
be significantly smaller than its English counterpart (Ri2006). On the
other hand, writing grammar rules which take care of the pctide com-
binatorial possibilities between adjectives and verbg. (8Af karnA‘clean
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6 Butt and King

do’=‘clean’), nouns and verbs (e.gtAd karnA'memory do’=‘remember’)
and verbs and verbs (e.gHa IEnA‘eat take’'="eat up’) required significant
effort (section 4.2).

There are a number of ways to obtain a broad-coverage vedotexOne
is to extract the information from electronic dictionarias was done for the
English verb lexicon. This does not exist for Urdu, as far asane aware, but
see (Rivzi, 2006) for current developments. Another is toaex it from Urdu
corpora, as was done for the German verb lexicon. Againetivesild have
to be either collected or created as part of the grammar ol@vednt project.
A final way is to enter the information by hand, depending dliveapeaker
knowledge and print dictionaries; this option is very labdensive and has
generally been used to supplement the other techniquesdbrflequency
verbs. Fortunately, work is being done on verb subcategtioiz frames in
Hindi.> It is hoped that we can incorporate this information into trelu
grammar verb lexicon.

4. Grammar

The current Urdu grammar is relatively small, comprising@@s (left-hand
side categories) which compile into a collection of finitats machines with
274 states and 423 arcs. The size of some other grammars PatBram
project are shown in (5) for comparison. The number of rudesni arbitrary
measure since the grammar writer can decide whether topsellar break
apart a given rule; the states and arcs reflect the size obtheited grammar
and hence give a better indication of grammar size. We arerutly expand-
ing the Urdu grammar to provide broad-coverage on standgednmatical,
written) texts. The current smaller size of the Urdu gramstawn in (5) is
not a reflection of the difficulty of the language, but rathéthe time put
into it.5 That is, comparable coverage is achieved in comparable tiee
spite typological differences between langauges. Belowdisguss the Urdu
grammar analyses and how they fit into the ParGram projectiatdization
requirements.

® One significant effort is the Hindi Verb Project run by Proflick Davison at the
University of lowa; further information is available viagin web site.

® Unfortuantely, unlike the other grammars, there has bedalhtime grammar writer on
the Urdu grammar.
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©®)

‘Language Rules States Arcs

German 444 4883 15870
English 310 4935 13268
French 132 1116 2674
Japanese | 50 333 1193
Norwegian| 46 255 798
Urdu 33 274 423

To give the reader a feel for LFG grammar rules, one of the leinmples from
the Urdu grammar is shown in (7) for the core modifiers of commouns;
( ) indicate optionality, * indicates zero or more instancasd @ indicates
calls to templates shared across grammars.

(6) Nmod-—=> (KPposs) possessive
(Q: @SPEGQUANT) quantifier
(NUMBER: @SPEGNUMBER numeral
¢ Num)=(! NUM))
AP*. @ADJUNCT adjectives

(" GEND)=(! GEND)
C Num)=(! NUM)
@(ATYPE_desig ! attributive);
N: "~ =L head noun

Even within a given linguistic formalism, LFG for ParGrarete is usu-
ally more than one way to analyze a construction. Moreohersame theo-
retical analysis may have different possible implemeotegtiin XLE. These
solutions generally differ in efficiency or conceptual slitipy. Whenever
possible, the ParGram grammars choose the same analysiessaine tech-
nical solution for equivalent constructions. This was ddaoeexample, with
canonical imperatives: Imperatives are always assignedllgpronominal
subject within the f-structure and a feature indicating thay are impera-
tives. While Urdu contains syntactic constructions which @ot mirrored in
the European languages, it does share many of the basicuwdiwsts, such
as sentential complementation, control constructiongcéide-noun agree-
ment, genitive specifiers, etc. The basic analysis of theastaictions was
determined in the initial stage of the ParGram project irtimgithe English,
French, and German grammars. These analysis decisionsibalead to be
radically changed with the addition of typologically drtt Asian languages.

Parallelism, however, is not maintained at the cost of miggenting the
language. Situations arise in which what seems to be the sanstruction
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8 Butt and King

in different languages cannot have the same analysis. Am@eaof this is
predicate adjectives (e.dt,is red) (Dalrymple et al., 2004a). In English, the
copular verb is considered the syntactic head of the clauvitie the pronoun
being the subject and the predicate adjective being@mmp. However, in
Japanese, the adjective is the main predicate, with theoprobeing the
subject. As such, these constructions receive non-phsalidyses.

In addition, many constructions which are stalwarts of E&hmgkyntax
do not exist as such in South Asian languages. Raising cmtistns with
seemfor example, find no clear correlate in Urdu: the constarcis trans-
lated via a psych verb in combination withtfzat-clause. This type of non-
correspondence between European and South Asian langrages quite
a few challenges of how to determine parallelism acrossyaesal A similar
example is the use of expletives (efhere is a unicorn in the gardénthese
do not exist in Urdu and even in some European languages.

On the other hand, Urdu contains several syntactic conginscwhich
find no direct correlate in the European languages of the Ran(roject.
Examples are correlative clauses (these are an old IndopEan feature
which most modern European languages have lost), extemsavef complex
predication, and rampant pro-drop which is not correlatétl agreement or
case features in Urdu, unlike in Italian. The analyses od@hmonstructions
have not only established new standards within the ParGrajagb, but have
also guided the development of the XLE grammar developmiatfopm.

A sample analysis for the sentence in (7) is shown in Figur&s dnd 6.

(7) nAdyA kA kuttA  AyA
Nadya Gen.M.Sg dog.Nom come.Perf.M.Sg
‘Nadya’'s dog came.’

The parallelism in the ParGram project is primarily acrdesftstructure
analyses which encode predicate-argument structure ded fatatures that
are relevant to syntactic analysis, such as tense and nunither Urdu f-
structure analysis of (7) is strikingly similar to that o&tEnglish equivalent.
Both have aPRED for the verb which takes &uBJ argument at the top
level f-structure. This top level structure also hass-Asp features encod-
ing tense and aspect information as well as information b type of
sentencegTMT-TYPE) and verb ¢TYPE); these same features are found in
the English structure. The analysis of the subject noungghia also the
same as that in English, with the possessive being insttec Possand
with features such asTYPE, NUM, andPERS The sentence in (7) involves

" The c-structures are less parallel in that the languagéer dignificantly in their word
order possibilities. Japanese and Urdu are SOV languagés Erglish is an SVO language.
However, the standards for naming the nodes in the treeartgifies of constituents formed
in the trees, such as NPs, are similar.

buttking-rev.tex; 30/08/2007; 14:49; p.8



Urdu in a Parallel Grammar Development Environment 9

CS1: ROOT

S

KP VCmain

NP Vmain

N

KPposs N \‘/
|

N

NP Kposs kuttA AyA

Vo
|

nAdyA
Figure 4. C-structure tree for (7) (sublexical morphology supprdsse

cst ROOT
|
s
,/\
KP VCmain
e Vn
/\
b

KPposs N
NP Kposs NOUN-S_BASEN-T_BASE NTYPE-F_BASEG-F_BASE G-F_BASE G-F_BASE V-S_BASE V-T_BASE V-F_BASE V-F_BASE V-F_BASE

N kA kutt +Noun +Count +Masc +Sg +NonObl A +Verb +Perf +Masc +Sg

NOUN-S_BASEN-T_BASE NTYPE-F_BASEG-F_BASE

nAdyA +Noun +Name +Fem

Figure 5. C-structure tree for (7) (sublexical morphology shown)

an intransitive verb and a noun phrase with a possessivee e both very
basic constructions whose analysis was determined bdferdrdu grammar
was written. Yet, despite the extensive differences batwdedu and the
European languages—indeed, the agreement relations dietive genitive

"nAdyA KA KkuttA AyA"

PRED 'A<[15:kutt}'
PRED 'kutt
NSEMCOMMO®bunt
NTYPE NSYNcommon }
RED 'nAdyA
SUBJ NSEMPROPERPROPER-TYPEamg
NTYPE
SPEC |POSS {NSYNproper
SEM-PRORSPECIFIC #
1|CASEgen GENDfem, NUMsg, PERS3
15|CASEnom GENDmasc NUMsg, PERS3
LEX-SEMAGENTIVE-]

TNS-ASP[ASPECTperf MOODindicative ]
37|CLAUSE-TYPHlecl PASSIVE-, VFORMperf VTYPEmain

Figure 6. F-structureavm for (7)
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10 Butt and King

and the head noun are complex in Urdu but not in English—tkaexg no
problem using this standard analysis for the Urdu constmict

4.1. CASE AND INSIDE-OUT FUNCTIONAL UNCERTAINTY

The analysis of case in Urdu posed more of a challenge. Adtinabe Par-
Gram features used in the analysis of case were sufficiehtrfiu, there was
a problem with implementing it. In Urdu, the case markersst@in the envi-
ronments in which they occur (Butt and King, 2005b; Butt andg{2005a).
For example, the ergative markee only occurs on subjects. Note, however,
that it is not the case that all subjects are ergative. To tinérary, subjects
can occur in the ergative, nominative, dative, genitivel, iastrumental cases.
As such, we wanted to have the lexical entry for the ergatase cstate that
it applies to a subject and similarly for other cases. Thigpiied the use of
inside-out functional uncertainty (Kaplan, 1988) whictdhaot been used
in any of the other grammars. Inside-out functional undetyaallows state-
ments about the f-structure that contains an item. Theadéxiatry fornkEis
shown in (8).

(8) nE K @casEerg) line 1
(suBJd™) line 2
@voLITION line 3

In (8), the K refers to the part of speech (a case clitic). lirmalls a template
that assigns theAsE feature the value erg; this is exactly the same as how
case is done in the other languages. Line 2 provides theshmitfunctional
uncertainty statement; it states that the f-structure egtigative noun phrase,
referred to as 7, is inside swBJ Finally, line 3 calls a template that assigns
volitionality features which ergative noun phrases ar@asased with. The
analysis for (9) is shown in Figures 7 and 8.

(9) nAdyA nE yassin ko mArA
Nadya ERG Yassin ACC hit.Perf.M.Sg
‘Nadya hit Yassin.’

There are two interesting points about this analysis of casérdu. The
first is that although the Urdu grammar processes case dfitfigrthan the
other grammars, the resulting f-structure seen in Figuses&ikingly similar
to its counterparts in English, German, etc. English wowldelitASE nom
on the subject instead of erg, but the remaining structueeisame: the only
indication of case is theasEefeature. The second point is that Urdu tested the
application of inside-out functional uncertainty to cas¢hitheoretically and
computationally. In both respects, the use of inside-onttional uncertainty
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CS1: ROOT

nAdyA yassin mArA
Figure 7. C-structure tree for (9) (sublexical morphology supprdsse

"nAdyA nE yassin kO mArA"

PRED 'mAK[1l:nAdyA][17:yassIH
[PRED 'nAdyA

NSEMPROPERPROPER-TYPBam
SUBJ NTYPE NSYRI/[pProper ﬂ
SEM-PRORSPECIFIC
1|CASEerg GENDfem NUMsg, PERS3
PRED 'vassin ]
NSEMPROPERPROPER-TYPBam
OBJ NTYPE {NSYNN[;oper ﬂ

SEM-PRORSPECIFIC 4
17|CASEacc, GENDmasg NUMsg, PERS3

LEX-SEMAGENTIVEH

TNS-ASPASPECTperf MOODindicative
33|CLAUSE-TYPHlec| PASSIVE-, VFORMperf VTYPEmain

Figure 8. F-structureavm for (9)

has proven a success: not only is it theoretically desirfdsl&anguages like
Urdu, but it is also implementationally feasible, proviglithe desired output.

4.2. COMPLEX PREDICATES AND THERESTRICTION OPERATOR

Another interesting case of how Urdu has extended the stdsaé the Par-
Gram project comes from complex predicates and morphabgmusatives
(these are discussed in detail in (Butt et al., 2003b) antt @l King, 2006a)
respectively). The English, French, and German grammats:baneeded a
special complex predicate analy&islowever, as complex predicates form an
essential and pervasive part of the Urdu grammar, it wasssacgto analyze
them in the project. At first, we attempted to analyze compgieedicates
using the existing XLE tools. However, this proved to be isgble to do

8 German and possibly French have some complex predicatéreciisns. The ParGram

grammars for these use a less linguistically satisfying memclause analysis. The wider
range of complex predicate phenomena in Urdu make this apprinfeasible.
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12 Butt and King

in a productive way because XLE did not allow for the manipataof PRED
values outside of the lexicohGiven that complex predicates in Urdu are
formed in the syntax and not the lexicon (Butt, 1995), thisg®oa significant
problem. The syntactic nature of Urdu complex predicatenfion is illus-
trated by (10), in which the two parts of the complex predidetH ‘write’
anddlya‘gave’ can be separated.

(10) a. [nAdyA nE] [saddaf kO] [kitAb] ikHnE
Nadya.F=Erg Saddaf.F=Dat book.F.Nom write.Inf.Obl

dl]
give.Perf.F.Sg
‘Nadya let Saddaf write a book.’

b. nAdyA nEdI saddaf kO [kitAblikHNE]
c. nAdyA nE [kitAb likHnE] saddaf kOdI

The possibility of manipulating predicational structuneshe lexicon via
lexical rules (as is done for the passive, fn. 9), is themfoadequate for
complex predication. Based on the needs of the Urdu granXh&rhas been
modified to allow the analysis of complex predicates via #sriction opera-
tor (Kaplan and Wedekind, 1993) in conjunction with preticeomposition
in the syntax (Butt et al., 2003b). This restriction-basedlygsis was then
extended to morphological causatives in Urdu which alsairegpredicate
composition (Butt and King, 2006b).

From the computational perspective, the problem can bateskts one
by which the f-structural subcategorization frame of themerb needs to
be manipulated in order to take the contribution of the ligdrb into account.
Consider the Urdu permissive from the perspective of aiotisin analysis.
The effect of the permissive light verb is to “add” a new subje the pred-
ication and to “demote” the main verb’s subject to a dativerkad indirect
object. The sample lexical entries for the light verb ‘giaed the main verb
‘write’ are given in (11) and (12), respectively.

(11) ("PRrRED) ='dE<(" suBJ), %PRED2>’
(12) ("PRrRED) ="likH <(" suB)), (" oBJY)>’

Rather than being analyzed as a three-place predicate,etimeigsivedE
‘give’ is rendered as a two-place predicate, in which theosdcargument
is a local variable, %®RED2 whose value is assigned in the syntax.

® XLE implements lexical rules which can be used to delete andme arguments, e.g. for
the English passive in which th@sJbecomes thesusJiand thesuBibecomes th@BL-AG.
However, adding arguments and compoShREDs is not possible.
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In order to compose the two verbs, restriction is used as qiditte f-
structure annotations on phrase structure rules. The nu{@3) shows the
restriction operator within the c-structure rule for a cdemppredicate. In
particular, the restriction on the V node is what allows thmposition of the
new PRED. The annotation states that the up node (*) comgtise complex
predicate is the same as the down node (!) comprising the weain except
that thesuBJof the main verb is restricted out, as are theBJand thematic
object ©BJGO). This allows the former subject of ‘write’ to be identified a
anoBJGO, via the ("oB*G0)=(! suBJ equation in (13).

(13) (ikHNE) (dI)

vV — \Y Vlight
I\SUBJ\PRED="\SUBJ)\OBJ}GO\PRED  "=!
(" PRED ARR)=(! PRED)
(" oBxGO)=(! suB)j

In the final complex f-structure, the predicatg ‘give’ and likH ‘write’
have been composed. The “embeddsdBJ‘Nadya’ has been restricted out
as part of the composition. This is shown in Figure 9.

"nAdyA nE saddaf kO kitAb likHnE dI"

PRED 'dE<[1:nAdyA]'likH[17:saddaf][34:kitAb}>'
PRED 'nAdyA
NTYPE {NSEM[PROPEFPROPER TYPEam§
NSYNproper
SEM-PRORSPECIFIC +
CASEerg GENDfem NUMsg, PERS3
PRED 'saddaf
NTYPE {NSEM[PROPEF{PROPER TYPEam@
NSYNproper
SEM-PRORSPECIFIC H
CASEdat, GENDfem, NUMsg, PERS3
PRED 'kitAb
NSEMCOMMOdbunt
0BJ NTYPENSEMCOMMC ]
34|CASEnom, GENDfem, NUMsg, PERS3
LEX-SEM [AGENTIVEH

TNS-ASP [ASPECTperf MOODindicative
75|CLAUSE-TYPHlecl PASSIVE-, PERS3, VTYPEcomplex-pred

BRED iki{17:saddaf[34:KitAbY
SUBJ daf]
OBJ 34 kltAb]

LEX-SEMAGENTIVEH

51|CLAUSE-TYPHlec| PASSIVE-, PERS3, VFORMinf

SUBJ

[N

OBJ-GO

1

~

Figure 9. F-structureavm for (10)

Thus, restriction allows f-structures and predicates tonla@ipulated in
a controlled and detailed fashion, allowing for the implatagon of Urdu
complex predicates within the ParGram framework. As compledicates
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14 Butt and King

are pervasive across languages, the Urdu implementatiexpiscted to be
adopted as other languages join the project.

5. Script

One issue that has not been dealt with in the Urdu grammaeislitferent
script systems used for Urdu and Hindi. As seen in the previbscussions
and the Figures, transcription into Latin ASCII is currgritleing used by
the Urdu grammar. Note that this is not a limitation of the Xkstem.
The Japanese, Chinese, and Arabic grammars have suchessigrated
the necessary scripts into their grammar.

The approach taken by the Urdu grammar is different, lardpelyause
two scripts are involved. The Urdu grammar uses the ASCiisiception in
the finite-state morphologies and the grammar. At a futute, daversion of
Malik’s finite-state transliteration component will be buinto the grammar
system (Malik, 2006). This system takes Urdu (Arabic) anddH{Devana-
gari) scripts and transcribes them for use in the grammas.cdmponent will
be written using finite-state technology and hence will Hf foompatible
with the finite-state morphology used by the grammar. TheofigeSCIl in
the morphology allows the same basic morphology to be usedokh Urdu
and Hindi. Samples of the scripts are seen in (14a) for Urdl(&4b) for
Hindi.

(14) a. b.
AT FE afE,
% g W TE wE

#TE B & 2 AT &,
LRGN

"Y A aw i 9y s b

b 2t B o LT forer & o1 A W
O Ll o S S £, TEC FAT

6. Discussion and Conclusion

The ParGram project was designed to use a single grammalogeent
platform and a unified methodology of grammar writing to depearge-
scale grammars for typologically different languages. ¢ beginning of
the project, three typologically similar European gramsnaere used to test
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this idea. The addition of several languages, includinguJhés shown that
the basic analysis decisions made for the European languzge be ap-
plied to typologically distinct languages. However, Ur@quired the addition
of new standard analyses to the project to cover constngtmd analysis
techniques not found in the European languages, in paticaktriction for

predicate compaosition and inside-out functional undérstdor case assign-
ment. With this new set of standards, the ParGram projechtvasheen able
to be applied to yet other typologically distinct languages

Once the Urdu grammar is appropriately scaled, a situadogely de-
pendent on the completion of the Urdu FST morphology to imgrexical
coverage, then detailed evaluation can be performed. Biatuof the Par-
Gram LFG grammars has focused on accuracy measures agalostry/-
determined standards such as the Penn Treebank for Englistha Tiger
Treebank for German. To evaluate against these resousgsndency banks
are semi-automatically built for the treebanks (see (Cehial., 2005) and
references therein for a general approach and (Forst, 20a8bkt, 2003a;
Forst et al., 2004) on German). In addition, gold standapeddency banks,
like the PARC700 for English (King et al., 2003), have beeilt har some
languages? The f-structures produced by the grammar are then compared
against the dependency bank, giving standard f-score a&uoibmn and recall
statistics (general technique (Crouch et al., 2002); Bhg{Kaplan et al.,
2004b); German (Rohrer and Forst, 2006b; Rohrer and FAB6)).

The ParGram grammars often produce multiple analyses forea gen-
tence. For applications that need only a single parse (@sh{arses) as in-
put, stochastic disambiguators using maximum entropy ilsad® be trained
for the grammars (Riezler et al., 2002; Forst, 2007). Thpwuudf the stochas-
tic disambiguation can then be tested against the dependeit standard.
This allows a measure of how well the parser will perform oeropext in
applications needing a single parse.

In addition to evaluating accuracy of the ParGram gramnfi@rsnany ap-
plications speed is also a factor. XLE (Crouch et al., 200@Yyipes a number
of “performance variables” that can be set to limit the timed anemory used
in different parts of the parser. These can be set for a givguus to allow for
greater efficiency, possibly balanced by a slight lose ilgamy. Experiments
on the English grammar show that broad-coverage ParGramngaas can
perform similarly to state-of-the-art tree parsers (Kapéd al., 2004b) in
terms of time, while providing more detailed dependenaycstires. Based on
the results for English, German, and Japanese, we hope ¢toges similar
quality and coverage Urdu grammar which can be evaluatdu thit same
techniques used more generally for dependency parsers.

10 The Japanese grammar (Masuichi and Ohkuma, 2003) was abmed against the
Japanesédunsetsustandard which is a type of dependency measure; see (Masticih,
2003) for details.
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16 Butt and King

The parallelism between the grammars in the ParGram progattbe
exploited in applications using the grammars: the fewerdifferences, the
simpler a multi-lingual application can be. For exampleramslation sys-
tem that used the f-structures as input and output could ddkantage of
the fact that similar constructions have the same analygissame set of
features (Frank, 1999; Riezler and Maxwell, 2006). In addjtapplications
such as sentence condensation (Riezler et al., 2003; Cedwath 2004) and
CALL (Khader, 2003) which are developed for one language lwamore
easily be ported to the other languages, as can post-pilogesk gram-
mars into semantic structures (Crouch and King, 2006; Unten2006). The
standardization also aids further grammar developmeatteffMany of the
basic decisions about analyses and formalism have alrezgty inade in the
project. Thus, the grammar writer for a new language can xiséirgy tech-
nology to bootstrap a grammar for the new language and cae pguivalent
constructions in the existing languages to see how to aeayznstruction.
This allows the grammar writer to focus on more difficult doastions not
yet encountered in the existing grammars.
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